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1  Introduction

Benchmark data are essential for theory building and model testing.

In sentence processing, there is an urgent need for datasets covering

multiple experimental designs in a single large participant sample.

One such dataset was created by Huang et al. (2024), covering several

syntactic ambiguity phenomena in English (SAP Benchmark).
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1  Introduction
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Here, I present ongoing work on the

creation of a new benchmark dataset
for sentence processing in German.

It includes both self-paced reading
and eye-tracking data.
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Three trials per condition per participant in a Latin square design

Overall trials per participant: 114 [= 8×3×(2×2) + 2×3×(3×1)]
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Every trial is followed by a comprehension question with two 

response options, targeting the key syntactic dependency.

? ? ?
??
??

?
?

? ? ?
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??
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11

SPR

Prolific

Eye Tracking

in lab

Already collected as of April 25, 2025:

N = 659 N = 119 
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Goal:

N = 1,100 Stop when all effect CrIs on 
TFTs range ±50ms or less. 
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5  Model Evaluation and Comparison

Models with single linear predictor …

1. Qualitative predictions based on psycholinguistic theory (preregistered at osf.io/wpra9),

encoding each predicted main effect / interaction as a 1-unit difference on the predictor

2. Surprisal (Hale 2001; Levy 2008) from GPT-2 (Radford et al. 2019)

3. Lossy-context surprisal (Futrell et al. 2021) from GPT-2, after probabilistic reconstruction 

of distorted context with BERT (Devlin et al. 2019) and Gibbs sampling

Evaluation method:  Pareto-smoothed importance sampling (PSIS-LOO)
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5  Model Evaluation and Comparison

log(critical_RT) ~ predictor + (predictor | subject) + (predictor | phenomenon) + (predictor | phenomenon:item)

Self-paced reading (N
included 

= 615), reading times (RT) on critical region:
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Small, but significant edge of

lossy surprisal over plain surprisal.

Huge edge of both surprisal variants
over classical qualitative theory.



5  Model Evaluation and Comparison

log(critical_RPD) ~ predictor + (predictor | subject) + (predictor | phenomenon) + (predictor | phenomenon:item)

Eye tracking (N
included 

= 118), regression path durations (RPD) on critical region:
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There is no evidence yet favoring one model over the others.



6  Future Directions
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The final dataset will be openly available.

More model evaluations are planned, e.g, on resource-rational

lossy surprisal (Hahn et al., 2022) or cognitive process models.



Thanks for your attention!
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